Interpretation of small angle X-ray measurements guided by molecular dynamics simulations of lipid bilayers
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Abstract

Reconstruction and interpretation of lipid bilayer structure from X-ray scattering often rely on assumptions regarding the molecular distributions across the bilayer. It is usually assumed that changes in head–head spacings across the bilayer, as measured from electron density profiles, equal the variations in hydrocarbon thicknesses. One can then determine the structure of a bilayer by comparison to the known structure of a lipid with the same headgroup. Here we examine this procedure using simulated electron density profiles for the benchmark lipids DMPC and DPPC. We compare simulation and experiment in both real and Fourier space to address two main aspects: (i) the measurement of head–head spacings from relative electron density profiles, and (ii) the determination of the absolute scale for these profiles. We find supporting evidence for the experimental procedure, thus explaining the robustness and consistency of experimental structural results derived from electron density profiles. However, we also expose potential pitfalls in the Fourier reconstruction that are due to the limited number of scattering peaks. Volumetric analysis of simulated bilayers allows us to propose an improved, yet simple method for scale determination. In this way we are able to remove some of the restrictions imposed by limited scattering data in constructing reliable electron density profiles.
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1. Introduction

X-ray diffraction studies of lipid bilayers have been specifically geared towards elucidation of the electron density profile, from which structural parameters such as the bilayer thickness, $D_B$, and the area per lipid, $A$, can be calculated (Nagle and Tristram-Nagle, 2000). Obtaining accurate estimates of these quantities is important for two main reasons. First, the close matching between the bilayer thickness and the hydrophobic part of membrane proteins appear to control protein function (Huang, 1986; Bloom et al., 1991; Harroun et al., 1999). It has been hypothesized that structural matching is biologically regulated via selection of lipids with proper chain length and saturation (Bloom et al., 1999). Depending on the length and saturation, bilayer thicknesses can differ by 10–15 Å (Rand and Parsegian, 1989; Nagle and Tristram-Nagle, 2000).
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yet, significantly more subtle variations are known to influence ion channel lifetimes (Elliott et al., 1983) and conformations (Greathouse et al., 1994), as well as the orientations of hydrophobic helical peptides (Killian and Heijne, 2000; Petrache et al., 2000, 2002). Similarly, structural properties associated with the lipid cross-sectional area and lateral stress (Gruner, 1989; Brown, 1994; Botelho et al., 2002) are known to modulate protein function, as well as membrane permeability.

Second, accurate measurements of structural parameters are needed for quantification of interbilayer interactions (McIntosh and Simon, 1986a; Rand and Parsegian, 1989; Israelachvili, 1992; Leikin et al., 1993; Zimmerberg and Chernomordik, 1999). At small distances, interbilayer forces depend exponentially on the interbilayer separation, changing by 20% with a 1 Å change in separation (McIntosh and Simon, 1986a, 1993; Marsh, 1989; Rand and Parsegian, 1989; Petrache et al., 1998a). Here the relevant structural parameter is the water spacing $D_W$, which is calculated from the lamellar repeat $D$, as $D_W = D - D_B$. The accuracy of $D_W$ then depends on the determination of $D_B$.

Measuring structural parameters for soft, highly fluctuating materials such as the lipid membrane, is a difficult task. Structural descriptions are more readily obtained for the lower temperature states: gel (Nagle and Wiener, 1989; Sun et al., 1996a; Tristram-Nagle et al., 2002), subgel (Tristram-Nagle et al., 1994; Katsaras, 1995) and, obviously, crystal (Small, 1986), where lipid hydrocarbon chains are ordered. Both normal (thickness) and lateral (cross-sectional area) parameters can be determined directly from the low and wide angle X-ray scattering, respectively. For the fluid (melted chain) phase, the apparent structural resolution is 5-10 Å, corresponding to the spatial extent of the molecular distributions, as presented by the electron density profiles (Worthington, 1969; Blaurock et al., 1971; Wiener and White, 1992). However, by parsing the lipid bilayer into molecular components, such as the lipid headgroup and acyl chains, average structural parameters are commonly reported with a precision of 1 Å or less (Rand and Parsegian, 1989; Nagle and Tristram-Nagle, 2000; Rawicz et al., 2000).

The most readily available parameter from the electron density profile is the spacing $D_{H1}$ between the electron rich headgroup peaks. By itself, $D_{H1}$ is not sufficient for a complete description of structure, because its relationship with lateral parameters (area per lipid, $A$) is complicated by the broad lipid–water interface. One needs to relate $D_{H1}$ to better defined, and thermodynamically relevant parameters such as the hydrocarbon thickness $D_C$ and the total bilayer thickness $D_B$, which are related to $A$ through molecular volumes. Therefore, it is necessary to combine electron density and volumetric analyses in order to describe fluid phase bilayer structure (McIntosh and Simon, 1986b; Nagle et al., 1996; Petrache et al., 1997; Arment et al., 1998; Tristram-Nagle et al., 1998; Nagle and Tristram-Nagle, 2000).

Given the experimental scattering data, i.e. the form factor ratios $r_k = F_k/F_1$, there are two main methods to construct the electron density profile, $\rho(z)$. The first method is model-free and consists of direct Fourier reconstruction (Worthington, 1969),

$$\rho(z) - \rho_{W} = \frac{1}{D} F(0) + \frac{2}{D} \sum_{k=1}^{\text{max}} a_k r_k \cos \left( \frac{2\pi n h z}{D} \right), \tag{1}$$

where $\rho_W$ is the bulk water electron density, $D$ is the lamellar repeat spacing, $a_k = \pm 1$ are form factor phases, and $h_{\text{max}}$ is the number of observed diffraction orders. There are two quantities in Eq. (1) that are usually not available from X-ray. These are $F_1$, which in this formalism sets $\rho(z)$ on an absolute scale, and $F(0)$ which gives the total bilayer contrast (offset) relative to the water electron density $\rho_W$,

$$AF(0) = 2(n_f^2 - \rho_{W} V_L ) = 2(n_f^2 - \rho_{W} ) V_L, \tag{2}$$

in which $A$, $V_L$, and $n_f^2$ denote the area, volume, and number of electrons per lipid molecule, respectively. Handling the scale has been an issue for the fluid phase, as this requires additional information or certain assumptions with regard to the shape of the electron density profile (Petrache et al., 1998b). The shape, however, is strongly influenced by the number of diffraction orders available, $h_{\text{max}}$, which truncate the sum in Eq. (1). Fourier truncates complicates comparison between lipid bilayers.

The second method for constructing electron density profiles is functional modeling. This is done by assuming a particular functional form for the bilayer profile, with a number of free parameters to be
determined by fitting to scattering form factors. Several approaches have been undertaken, from simple step-function models (Worthington, 1969), to more realistic Gaussian models (Nagle and Wiener, 1989; Wiener et al., 1989; Wiener and White, 1992) and to more detailed component models (Wiener and White, 1992; Schalke and Losche, 2000). Each of these models attempt to breakdown the electron density into component distributions by integrating knowledge from other measurements, such as specific volume, to reduce the number of fitting parameters.

Atomic-level computer simulations provide a new perspective on bilayer structure. There are numerous valuable contributions to the field addressing the underlying molecular disorder and heterogeneity (Chiu et al., 1995; Berger et al., 1997; Tieleman et al., 1997; Feller et al., 1997; Tobias et al., 1997; Smondyrev and Berkowitz, 1999; Huber et al., 2002). In the hierarchy of models just discussed, these in fact constitute the most elaborate. One consequence of such detail, however, is that molecular dynamics simulations cannot be cast as fitting procedures as with the models above, as tuning the force-field parameters to a particular scattering dataset is unfeasible. Of course, the aims of simulations are more ambitious than just modeling electron density profiles, but in this work we will focus just on this aspect. Because simulated electron density profiles result from all-atom representations which implicitly obey volume conservation, they can be used to evaluate assumptions employed in structure determination from scattering data.

A “bootstrap” method has been used in the literature to obtain structural parameters for a new bilayer by comparison with a reference structure (McIntosh and Simon, 1986a,b; Nagle and Tristram-Nagle, 2000). It is assumed that the difference in the hydrocarbon thickness $\Delta D_C$ can be estimated from the shift of the headgroup peak, $\Delta D_{HH}/2$, if two lipids have the same headgroup. (A factor of 1/2 is needed because $D_C$ is conventionally defined as half-thickness.) Having estimated $D_C$ from the $D_{HH}$ shift, the area per lipid is then obtained as the ratio between hydrocarbon volume and thickness. $D_{HH}$ does not depend on $F(0)$ or the density scale, but needs to be corrected for Fourier truncation effects (Blaurock et al., 1971; Lesslauer et al., 1972). To minimize these effects, $D_{HH}$ values have customarily been compared at similar resolution, $D/h_{\text{max}}$ (McIntosh and Simon, 1986a,b; Rawicz et al., 2000), and correction terms were estimated using functional modeling (Sun et al., 1996a). With the availability of detailed atomic simulations, this aspect calls for renewed attention.

Here we consider previously reported MD simulations of fluid phase DMPC and DPPC bilayers as the basis for our discussion of structure determination from X-ray. We have focused on the Fourier reconstruction method and the calculation of the area per lipid from $D_{HH}$ and density measurements. The main goal is a comprehensive exercise with electron density profiles, and not necessarily simulation refinement. We have used simulated bilayers with structural parameters within the experimental uncertainty (1.5% or better), as a scaffolding for construction of self-consistent methodologies for structure determination from experiment. Because the bilayer form factors are the primary X-ray data, we have compared simulation and experiment in the Fourier space. We show an overall agreement, especially in the low $q$ range, which seems to have the major influence on the main structural parameters. We process the simulated continuous transform by artificial sampling and cutoff at high-$q$ values to mimic the measurement of head–head spacing $D_{HH}$. We then compare $D_{HH}$ differences between DMPC and DPPC with differences in the hydrocarbon thicknesses $D_C$ to test the bootstrapping assumption. By analysis of Fourier truncation effects, we identify conditions for $D_C \approx D_{HH}/2$ and estimate a possible deviation range.

By comparison of continuous transforms, we identify and fix a scale discrepancy between simulation and experiment. We propose an improved method for setting experimental electron density profiles on an absolute scale by using structural and volumetric parameters obtainable from unscaled profiles. While not directly relevant for measurements of $D_{HH}$ and subsequent determination of bilayer thicknesses, a correct absolute scale is critical for X-ray contrast (substitution) experiments (Franks et al., 1978).

### 2. Computational methods

#### 2.1. Simulation setup

Simulations were performed using CHARMM software (Brooks et al., 1983) version 26 and were
previously reported (Petrache et al., 2002). Periodic boundary conditions were used with constant number of atoms ($N$), temperature ($T$), lateral area ($A$), and normal pressure ($P_N$) to generate NPT ensembles. Two lipids were considered: dimyristoylphosphatidylcholine (DMPC), and dipalmitoylphosphatidylcholine (DPPC). Simulation temperatures were 30°C for DMPC and 50°C for DPPC. For both lipids, bilayers consisted of 36 lipid molecules. The normal pressure $P_N$ was set to 1 atm, and the lateral area was set to $A = 59.7 \text{Å}^2$ for DMPC (Petrache et al., 1998b) and $A = 62.9 \text{Å}^2$ for DPPC (Nagle et al., 1996). The number of water molecules per lipid was 25.7 for DMPC and 29.1 for DPPC.

A full description of the simulation procedure is given elsewhere (Petrache et al., 2002). Briefly, lipid conformations were randomly chosen from a library of pre-equilibrated lipids in the fluid state. The DPPC library was provided by Hardy and Pastor (1994), and also used to generate DMPC molecules by deletion of two terminal carbon segments from each acyl chain. At least 12 bilayer configurations were generated for each lipid by reselecting from the libraries and by repeating equilibration steps that included elimination of steric conflicts. The resulting configurations were screened for characteristic properties of lipid bilayers in the fluid state (such as acyl chain and headgroup order), and the optimum structure was selected for each lipid. Such a rational approach to building a bilayer in the fluid state significantly minimizes the equilibration time. A cutoff of 12 Å was used for van der Waals interactions (Feller and Pastor, 1999), and particle mesh Ewald summation was used for electrostatic interactions. The time step was 2 fs, and all bonds involving hydrogens were fixed using the SHAKE algorithm, with a tolerance (relative deviation) of $10^{-6}$. The frequency of regenerating the non-bonded list was set with a heuristic testing algorithm that updates based on the distance each atom moved since the last list update. Production dynamics simulations for each system were performed for 1.5 ns.

### 2.2. Volumetric calculations

Lipid volumes and decomposition into molecular components from simulation were done following Petrache et al. (1997) and Armen et al. (1998). A typical decomposition consists of four components: terminal methyl (CH$_3$)$_2$, methylene (CH$_2$)$_n$, lipid headgroup (includes carbonyls, glycerol and the phosphocholine group), and water. Corresponding number densities $n_1(z)$, $n_2(z)$, $n_H(z)$, and $n_W(z)$ as a function of location along the bilayer normal $z$ are accumulated from the simulated trajectories and expressed in units of Å$^{-3}$. Component volumes, $V_1$, $V_2$, $V_H$, and $V_W$ are then calculated as the values that make the total occupation probability,

$$p_1(z) = V_1n_1(z) + V_2n_2(z) + V_Hn_H(z) + V_Wn_W(z),$$

(3)

approach 1 for all values of $z$. Practically, the volumes are found by minimizing the function

$$\chi^2 = \sum_z (p_1(z) - 1)^2,$$

(4)

as detailed in Appendix A.

For calculation of bilayer thicknesses, following the Luzzati-Gibbs procedure, we divide the unit cell height, $D$, into a lipid thickness, $D_H$, and a water thickness, $D_W = D - D_H$ (Rand and Parsegian, 1989; Nagle and Tristram-Nagle, 2000). With cell volume conservation $AD = 2(V_1 + n_WV_W)$, the bilayer thickness relates to $D$ through the lipid volume fraction,

$$D_H = \frac{V_1}{V_1 + n_WV_W}D$$

(5)

We further divide the unit cell by decomposing $D_H$ into a hydrocarbon thickness $D_C$ and a headgroup thickness $D_H = D_H - D_C$. Volumetric thicknesses are related to the area per lipid through

$$A = \frac{2V_1}{D_H} = \frac{V_C}{D_C} = \frac{V_H}{D_H}$$

(6)

where $V_C$ and $V_H$ are the hydrocarbon (both acyl chains) and the headgroup volume of one lipid.

From simulations, component volumes are calculated from $p_1$ fits (Eq. (4)), then thicknesses are calculated from Eq. (6) using the area values.

### 2.3. Fourier transforms

Continuous Fourier transform $F(q)$ is calculated from the simulated $\rho'(z)$ using

$$F(q) = \int_{-D/2}^{D/2} [\rho'(z) - \rho_0] \cos(qz) dz,$$

(7)
where $\rho_0$ is the electron density of water, and $D$ is the average dimension of the simulation box. The experimental continuous transforms $F^{exp}(q)$, reproduced from Nagle et al. (1996) and Petrache et al. (1998b), have been calculated for samples with four orders of diffraction using the sampling theorem,

\[ F^{exp}(q) = \sum_{h=-h_{\text{max}}}^{h_{\text{max}}} F_h \sin \left( \frac{(q - q_0)D}{2} \right), \]

where $h_{\text{max}} = 4$ and $q_0 = 2\pi h / D$.

3. Results

3.1. Fourier truncation and head–head spacing $D_{\text{HH}}$

Simulated electron density profiles for DMPC at $30^\circ$C and DPPC at $50^\circ$C are shown in Fig. 1. Electrons were counted in bins of 0.1 Å (in the $z$-direction normal to the bilayer) and averaged over the simulation. The most prominent features of the profiles are the headgroup peaks at the lipid–water interface and the methyl troughs at the bilayer center. The two profiles shown are similar in shape, with DPPC being broader by about 2–3 Å due to its longer hydrocarbon chains. Relative to the water baseline, the headgroup region shows an excess of electrons and the hydrocarbon region an electron deficiency. It is this electronic contrast that makes the lipid bilayers visible to X-ray.

It is worth noting that while headgroup chemistry is the same for the two lipids, the headgroups peaks in Fig. 1 are different. This is due to differences in temperature, area per lipid, and water penetration in the headgroup region which influence spatial distributions (Feller et al., 1997; Mashl et al., 2001). The average distance across the bilayer between the phosphate atoms ($D_{\text{PP}}$) are 35.9 Å for DMPC and 39.0 Å for DPPC; they differ by 3.1 Å. To compare hydrocarbon regions we have calculated distances between C$_2$ carbons (belonging to the first methylene group next to the carbonyls) The average distances are 24.9 Å for DMPC and 27.7 Å for DPPC, a difference of 2.8 Å. The distance between phosphorus and the C$_2$ carbon projected on the $z$-axis is 5.5 Å for DMPC and 5.7 Å for DPPC. These structural parameters, however, are not directly measurable in a typical X-ray experiment, rather, they are inferred from low-resolution electron density profiles.

In order to compare simulation with the raw X-ray data (form factors), we have calculated the continuous Fourier transforms $F(q)$, of the simulated $\rho(z)$ using Eq. (7). In Fig. 2, we plot the absolute value $|F(q)|$ together with the experimental results from Petrache et al. (1998b) for DMPC and Nagle et al. (1996) for DPPC. Experimental form factors have been scaled such that all first order form factors lie on the simulated $F(q)$. The experimental continuous transforms $F^{exp}(q)$ have been calculated from samples with four orders of diffraction using the sampling theorem (Eq. (8)). There is a good overall agreement between the simulated $F(q)$ and the experimental form factor ratios. Still, noticeable differences exist. For DPPC, data in the first lobe ($h = 2$) are systematically slightly larger than the simulated $F(q)$; for DMPC there are deviations at the top of the first lobe. There is a good agreement for the third order, while for the fourth the simulated $F(q)$ is systematically smaller in magnitude than the experimental form factors. The values of $F(0)$, which give the average electronic contrast between lipid and water, agree very well between simulation and experiment for both lipids, suggesting that lipid and water densities are well reproduced. For DMPC, however, there is a noticeable discrepancy between the simulated and experimental scale of $F(q)$, which will be addressed in more detail below.
Fig. 2. Comparison between simulated continuous transforms, \( F(q) \), (solid lines) and experimental form factors (symbols) taken from Petrache et al. (1998b) for DMPC (part A) and from Nagle et al. (1996) for DPPC (part B). First order form factors are set on the simulated \( F(q) \). Experimentally derived continuous transforms, \( F_{\text{exp}}(q) \), are shown with dashed lines. Solid diamonds indicate the samples used for reconstruction (\( D = 51.5 \text{ Å} \) for DMPC and \( 55.1 \text{ Å} \) for DPPC), scaled by the simulated \( F(q) \). Open diamonds (DMPC only) show the same form factors scaled by \( F_{\text{exp}}(q) \).

To compare structural parameters, we have calculated bilayer thicknesses within a Luzzati–Gibbs framework, as explained in Section 2. In this framework, thicknesses and cross-sectional areas are inversely related through the lipid volumes. The definitions we employ, as well as alternatives, have been recently reviewed by Nagle and Tristram-Nagle (2000). In the Luzzati–Gibbs framework, the bilayer thickness \( D_B \), for example, corresponds to the \( z \)-plane where the probability of finding a water molecule is \( 1/2 \) (Petrache et al., 1997), even though lipid headgroup and water are intimately mixed. Volumetric parameters from simulations have been obtained from fits to density histograms (Eq. (4)), and thicknesses from Eq. (6). Simulated thicknesses and overall lipid volumes are within 1.5% of experimental results, as shown in Table 1. For DMPC, we obtain \( V_L = 1085 \text{ Å}^3 \) compared to \( 1101 \text{ Å}^3 \) from experiment (Petrache et al., 1998b). For DPPC, we obtain \( V_L = 1223 \text{ Å}^3 \) versus \( 1232 \text{ Å} \) (Nagle et al., 1996). Consistent with previous simulation results, component volumes, i.e. headgroup and acyl chains show somewhat larger deviations from experiment (Petrache et al., 1997; Armen et al., 1998). One reason is that component volumes are not determined directly by experiment, and therefore have a larger uncertainty. For example, headgroup volumes between 319 and 340 \( \text{Å}^3 \) have been suggested (Tristram-Nagle et al., 2002). For the experimental columns in Table 1 we consider a value of 319 \( \text{Å}^3 \) as a temperature and lipid-independent

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DMPC</th>
<th>DMPC&lt;sup&gt;exp&lt;/sup&gt;</th>
<th>DPPC</th>
<th>DPPC&lt;sup&gt;exp&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>59.7</td>
<td>59.6</td>
<td>62.9</td>
<td>64.0</td>
</tr>
<tr>
<td>( V_L )</td>
<td>1085</td>
<td>1101</td>
<td>1223</td>
<td>1232</td>
</tr>
<tr>
<td>( V_W )</td>
<td>29.0</td>
<td>30.0</td>
<td>30.3</td>
<td>30.3</td>
</tr>
<tr>
<td>( V_2 )</td>
<td>27.7</td>
<td>28.1</td>
<td>28.2</td>
<td>28.7</td>
</tr>
<tr>
<td>( V_3 )</td>
<td>314.9</td>
<td>319</td>
<td>323.3</td>
<td>319</td>
</tr>
<tr>
<td>( V_H )</td>
<td>768.0</td>
<td>782</td>
<td>899.4</td>
<td>913</td>
</tr>
<tr>
<td>( V_C )</td>
<td>12.9</td>
<td>13.1</td>
<td>14.3</td>
<td>14.3</td>
</tr>
<tr>
<td>( D_B )</td>
<td>5.3</td>
<td>5.4</td>
<td>5.1</td>
<td>5.0</td>
</tr>
</tbody>
</table>

<sup>a</sup> DMPC simulation at 30 °C compared with experimental data (DMPC<sup>exp</sup>) from Petrache et al. (1998b).
<sup>b</sup> DPPC simulation at 50 °C vs. experimental results (DPPC<sup>exp</sup>) from Nagle and Tristram-Nagle (2000). From simulations, volumes are calculated through density histogram fits, then thicknesses (\( D_B \), \( D_C \), \( D_H \)) are calculated using Eq. (6) as explained in Section 2. Dimensional units are Å. A denotes the area per lipid (fixed in the simulation). Volumes are denoted by \( V_L \) (lipid), \( V_W \) (water), \( V_2 \) (methylene), \( V_3 \) (methyl), \( V_H \) (headgroup), and \( V_C \) (hydrocarbon chains).

The two simulated lipid bilayers differ in their volumetric thicknesses by \( \Delta D_C = D_{\text{DPPC}} - D_{\text{DMPC}} = 1.4 \text{ Å} \), and \( \Delta D_H / 2 = 1.3 \text{ Å} \). As mentioned in Section 1, \( \Delta D_C \) is of particular interest for determination of the area per lipid from the head–head spacing shift \( \Delta D_{HH} \). What is the relationship between \( D_C \) and \( D_{HH} \) if Fourier truncation is taken into account? For this, we shift our focus from the physical picture to the mathematical abstraction implicit in the treatment of \( F(q) \) and \( \rho^*(z) \). For a range of \( D \)-spacings, we have sampled the simulated \( F(q) \) transforms at points \( q_h = 2 \pi h / D \), for \( h = 1, 2, 3, 4 \). We then reconstructed \( \rho^*(z) \) distributions using Eq. (1). Due to Fourier truncation, the resulting profiles plotted in Fig. 3A are smoother than the original \( \rho^*(z) \). Importantly, the headgroup peaks shift. \( D_{HH} \) values from these reconstructed (smoothed) profiles are shown in Fig. 3B for a broad range of \( D \)-spacings. Interpreting the shift in \( D_{HH} \) relies on the choice of this range, for which we highlight three possibilities in Fig. 3B. At the first level, one can consider a broad \( D \)-spacing range to study the overall mathematical behavior of \( D_{HH} \). Second, however, only a finite \( D \)-spacing range is available experimentally for each lipid. Finally, this range is further reduced for samples with four orders of diffraction. In this narrow, but here most relevant \( D \)-spacing range, Fourier truncation makes \( D_{HH} \) appear as increasing with \( D \), a clear artifact of the reconstruction. Without corrections, one could measure the wrong expansion coefficient upon dehydration as pointed out by Sun et al. (1996a) and Tristram-Nagle et al. (1998) unless calculated at the same resolution, \( D/H_{\text{max}} \), as in Rawicz et al. (2000). Note that while the \( D \)-spacings for DMPC and DPPC where four orders are available

Fig. 3. (A) Effect of Fourier sampling (4 orders) on the shape of DMPC electron density profile. (B) \( D_{HH} \) vs. \( D \) from simulated reconstruction of \( \rho^*(z) \) using 4 orders. Solid lines indicate the range of experimentally available \( D \)-spacings, dashed lines cover a wider range available from the simulation. Vertical lines delimit the range of \( D \)-spacings for which four orders are measured experimentally. Solid symbols are experimental data points from Petrache et al. (1998b). (C) Data from part (B) recast as \( D_{HH} \) vs. \( D_{HH}/D \) that shows the constant shift \( \Delta D_{HH} = 1.7 \text{ Å} \) between DPPC and DMPC.
do not overlap, in average we find a \( \Delta D_{HH}/2 \) between DMPC and DPPC of about 1.7 Å compared to the \( \Delta D_{C} \) value of 1.4 Å (Table 1). Proper comparison of Fourier truncation effects for the two lipids is done as a function of \( D_{HH}/D \) as suggested by Sun et al. (1998a). This is shown in Fig. 3C. The two curves are practically the same, apart from a constant shift of 2×1.7 Å over the entire \( D \)-spacing range. Applying the bootstrap method with \( \Delta D_{C} = \Delta D_{HH}/2 = 1.7 \) Å between DMPC and DPPC, it gives hydrocarbon thicknesses within 0.2–0.3 Å, an acceptable 1–2% deviation.

In some cases, experimental techniques provide \( F(q) \) over a continuous range of \( q \)-values, \( F(q) \) within 0.2–0.3 Å, an acceptable 1–2% deviation.

This is shown in Fig. 3C. The two curves are practically the same, apart from a constant shift of 2×1.7 Å over the entire \( D \)-spacing range. Applying the bootstrap method with \( \Delta D_{C} = \Delta D_{HH}/2 = 1.7 \) Å between DMPC and DPPC, it gives hydrocarbon thicknesses within 0.2–0.3 Å, an acceptable 1–2% deviation.

In some cases, experimental techniques provide \( F(q) \) over a continuous range of \( q \)-values, \( F(q) \) within 0.2–0.3 Å, an acceptable 1–2% deviation.

This is shown in Fig. 3C. The two curves are practically the same, apart from a constant shift of 2×1.7 Å over the entire \( D \)-spacing range. Applying the bootstrap method with \( \Delta D_{C} = \Delta D_{HH}/2 = 1.7 \) Å between DMPC and DPPC, it gives hydrocarbon thicknesses within 0.2–0.3 Å, an acceptable 1–2% deviation.
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Fig. 5. DMPC electron density profile, $\rho^*(z)$, demonstrating the new integral, $AH_1$ (Eq. (10)) for setting $\rho^*(z)$ on an absolute scale. On the left, the hashed area is approximately equal to $n^*H$ when multiplied by $A$. On the right, $AH_1$ results from subtraction of the trapezoidal area below the baseline, defined by the electron densities $\rho^*2$ and $\rho^*W$ and the distance $D_H = D_B/2 - D_C$.

region at the bilayer center) integrates to $\approx n^*H$, as we have verified for both DMPC and DPPC simulations (obtained 163.2e and 161.7e, respectively). The new choice for the headgroup peak baseline is shown on the right side of Fig. 5. The new headgroup integral is

$$AH_1 = n^*H - \frac{\rho^*2 + \rho^*W}{2} V_H.$$  

(10)

where the negative term on the right-hand side represents the trapezoidal contribution under the tilted baseline. While still a simplification, this integral has the advantage of incorporating knowledge of $\rho^*2$ in addition to $\rho^*H$. Results are given in Table 2 and show a much better agreement (1–4%) between the direct and analytical $AH_1$, compared to 14% for $AH$. To include the methyl density as well, one could work with the average hydrocarbon density $\rho^*_C = A \int \rho^*_C(z) dz / AD_C = n^*_C / V_C$, where $n^*_C$ represents the number of electrons in the hydrocarbon chains (e.g. 210e for DMPC). In this case, the lower bounds of the hashed area on the right-hand side of Fig. 5 are extended to the center of the bilayer. Results using $\rho^*_C$ (not shown) are comparable to those using $\rho^*_2$.

4. Discussion

Guided by molecular dynamics simulations of DMPC and DPPC, we have taken a critical look at the Fourier reconstruction method used to obtain structural parameters from X-ray. We have addressed two main aspects. First, we have estimated the effect of Fourier truncation on the headgroup peak location, and the uncertainty in measuring $\Delta D_{HH}$ using the headgroups peaks. We have used smoothed (4-order) electron density profiles corresponding to the typical resolution achievable by experiments. Between DMPC at 30°C and DPPC at 50°C we find $\Delta D_{HH}/2 \approx 1.7$ Å compared to the hydrocarbon thickness difference $\Delta D_C = 1.4$ Å. Given the many possible sources for discrepancy (including choice of bin size, volumetric decomposition, etc.) these values are in close proximity. Applying the bootstrap method to simulations, it predicts hydrocarbon thicknesses within 1–2%, an acceptable uncertainty level for structural parameters. While $D_{HH}$ values are strongly affected by Fourier truncation, these effects cancel out in the calculation of $\Delta D_{HH}$ between two lipids, if comparison is done at the same value of $D_{HH}/D$, as suggested by Sun et al. (1996a,b), and shown here in Fig. 3. (We also noted that if comparison is made at the same water spacing, $\Delta D_{HH}/2$ is brought closer to $\Delta D_C$, within 0.1 Å, for small $D$. However, in a real experimental situation this approach is circular, as the area per lipid is needed for calculation of $D_{HH}$.)

<table>
<thead>
<tr>
<th></th>
<th>AH Integral</th>
<th>Analytical</th>
<th>Dev (%)</th>
<th>AH Integral</th>
<th>Analytical</th>
<th>Dev (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMPC</td>
<td>49.5</td>
<td>57.8</td>
<td>14.4</td>
<td>64.4</td>
<td>65.2</td>
<td>1.2</td>
</tr>
<tr>
<td>DPPC</td>
<td>50.1</td>
<td>58.3</td>
<td>14.0</td>
<td>62.6</td>
<td>64.9</td>
<td>3.3</td>
</tr>
</tbody>
</table>
Second, taking advantage of internal consistency of all-atom simulations we have proposed an improved, yet convenient method to set the experimentally reconstructed profile on an absolute scale using the headgroup peak integral. The difference with the previous method (Petrache et al., 1998b) is in the construction of the baseline, as shown in Fig. 5. In addition to $\rho^0$, the new construction also needs $\rho_C$, $D_C$ and $D_B$, which are calculated from volumetric data, before the scale is determined. We note that the resulting jagged baseline is a simplified version of the smooth (sinusoidal) “bridging function” employed by Wiener et al. (1989) in their hybrid Gaussian model. In most practical situations, one could eventually use a straight, tilted line to replace the baseline in Fig. 5, or consider variations as discussed in detail by Nagle and Wiener (1989).

Given the form factor ratios $F_3/F_1$ for a particular sample, the scaling procedure should now consist of finding the $F_1$ value for which Eq. (10) is satisfied. The previous method converges at large values of $F_1$ to make up for contributions missed by the flat baseline; this gives a 14% deviation as shown in Table 2. The new method can bring $F_1$ within 1–4% of the true value. In principle, given many orders of diffraction one can find the absolute scale by normalizing the scattering intensity using Parceval’s theorem (Worthington, 1969; Blaurock et al., 1971). For fluid bilayers, however, the uncertainty could be large because higher order peaks are undetectable due to bilayer fluctuations (discussed below) (Nagle and Tristram-Nagle, 2000). Another way to fix the scale is by using halogenated molecular labels as proposed by Franks et al. (1978), if feasible.

Since the experimental electron density profiles are derived quantities, we have compared simulated continuous transforms $F(q)$ with the experimentally measured form factors $F_*$ (Fig. 2). For the two lipids considered, we have found an overall agreement between the simulated and the experimental data, especially in the first and second lobes of $F(q)$. A slight shift in the position of the first lobe is seen due to small differences in bilayer thicknesses $D_B$ between simulation and experiment (Table 1). Significant deviations are seen for the 4th orders. In order to examine the effect of $F_*$ uncertainty, Fig. 6 compares simulated and experimental DMPC profiles using 4 orders for $D = 51.5$ Å (diamond symbols in Fig. 2A). The two sets of form factors differ only by the value of $F_5$ (the scale was chosen from the simulated $F(q)$ for both). As expected, the effect is propagated throughout the entire profile, with significant changes in the shape of the methylene region as well as in $D_{HH}$. A change of $\approx 1$ Å in $D_{HH}$ is seen, larger than the effect of Fourier truncation in the 4-order range.

From this perspective, it is also interesting to look at the difference $D_{HH} = (D_{HH}/2) - D_C$, which has been experimentally estimated in the range of 4.1–4.9 Å (Petrache et al., 1998b; Nagle and Tristram-Nagle, 2000), and 4.1–5.5 Å (Balgay et al., 2001). From our simulations we find $D_{HH} = 4.0–5.0$ Å for DMPC and $D_{HH} = 4.2–5.3$ Å for DPPC, depending on the chosen $D$-spacing. The larger values are given by the small $D$-spacings. If we focus on the $D$-spacings for which there are four orders available, $D_{HH}$ range shrinks considerably, to 4.8–4.9 Å for DMPC and 5.0–5.3 Å for DPPC. A value of 4.9 Å was used by Nagle and Tristram-Nagle (2000). One difference between our simulation analysis and experiment is that that for the real system, $D_C$ increases by 0.5–0.8 Å with reduction of $D$ (due to osmotic stress), while in our analysis it is fixed. This correlates with the $D_{HH}$ difference seen in Fig. 6, where simulation is compared to a reconstructed density profile obtained from a DMPC...
sample under 27 atm of osmotic pressure. Because the bilayer is laterally compressible, osmotic stress reduces cross-sectional area and increases the hydrocarbon thickness. At 27 atm, DMPC cross-sectional area decreases by about 2.8%.

Despite inherent limitations, the simulations have provided an internally consistent evaluation of Fourier truncation errors. As shown in Fig. 3, one sees an artificial change of $D_{HH}$ with $D$ even though the membrane thickness is fixed. The magnitude of these artifacts is significant, on the order of 1–2 Å for the full $D$-spacing range. This apparent thickness variation is larger than what is allowed by bilayer compressibility. As shown by the corrected experimental data points in Fig. 3B, for DMPC $D_{HH}$ is estimated to decrease by only 0.8 Å from $D = 51.5$ to 62.7 Å, less than the Fourier variation. Furthermore, for small $D$-spacings corresponding to the 4-order regime, Fourier truncation makes $D_{HH}$ increase with $D$, clearly an artifact as previously discussed by Tristram-Nagle et al. (1998).

These observations highlight the fact that accurate determination of structural parameters from experiment needs consistent treatment of density profiles, by either comparing profiles at the same resolution (McIntosh and Simon, 1986a; Rawicz et al., 2000) and/or by considering corrections to the measured $D_{HH}$ values (Nagle and Tristram-Nagle, 2000).

There is an additional complication when comparing simulated and experimental profiles, namely fluctuations. A critical aspect in determining the true shape of the electron density distribution is that the broad spectrum of molecular fluctuations alters the appearance of $\rho^*(z)$. While main features such as the electron rich headgroup peaks and the electron depleted bilayer center are less dependent on fluctuations, more detailed features such as peak asymmetries and methylene shoulders can exist depending on the extent of in-plane positional correlations. What is measured by X-ray: a local profile (of 100 Å or less), or a global profile (1000 Å or more)? From simulations, size-dependent profiles are obtained (Hofsäß et al., 2003), unless one deconvolves global shape fluctuations. Based on the wide-angle scattering, it is reasonable to assume that in-plane correlations are on the order of 100 Å or less in the fluid phase. For the gel phase, interchain correlations as high as 2900 Å have been measured (Sun et al., 1994), while in the ripple phase, a repeat distance of 120 Å is found (Wack and Webb, 1989; Sun et al., 1996a). This sets an upper limit for the fluid phase in-plane correlations.

With a reduced number of diffraction peaks, the local versus global distinction becomes difficult to define. As expected and shown in this work, Fourier truncation always leads to smoother profiles, and this limits our ability to determine whether electron density profiles for the fluid state are detail-rich or not. Note, for example, that the reconstructed headgroup peaks in Figs. 3 and 6 do not contain the small headgroup shoulder approximately 15–17 Å from the bilayer center seen in Fig. 1. This feature, due to the electron rich carbonyl and glycerol groups, is seen experimentally in the gel-phase (Tristram-Nagle et al., 2002), where 10 orders of diffraction can be measured. Are such features in fact smoothed out by the larger degree of fluctuation in the fluid phase, or do the reconstructed profiles simply miss these details from lack of higher order information? Combining insight from both all-atom simulations and experiment is a fruitful approach to answering such questions.
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Appendix A

The four component volumes, $V_1$, $V_2$, $V_3$, and $V_6$ are chosen as the values that make the total probability $p(z)$ equal to 1 for all $z$ values, i.e. the volume parameters minimize the following function:

$$
\chi^2(V_1, V_2, V_3, V_6) = \sum_z [p(z) - 1]^2. \quad (A.1)
$$

Minimization proceeds by setting the derivative of $\chi^2$ with respect to each volumetric parameter equal to zero. For example, with respect to $V_1$, we have

$$
\frac{d\chi^2}{dV_1} = 2 \sum_z [V_1 n_1(z) + V_2 n_2(z) + V_3 n_3(z) + V_6 n_6(z)] - V_1 n_1(z) = 0 \quad (A.2)
$$
The four minimizing conditions then give the following 4 x 4 system of linear equations:

\[ V_1 \sum \sigma_i z_i + V_2 \sum \sigma_i n_i = V_i \sum \sigma_i z_i \]
\[ V_2 \sum \sigma_i z_i - V_1 \sum \sigma_i n_i = V_i \sum \sigma_i z_i \]
\[ V_1 \sum \sigma_i n_i - V_2 \sum \sigma_i z_i = V_i \sum \sigma_i n_i \]
\[ V_2 \sum \sigma_i n_i - V_1 \sum \sigma_i z_i = V_i \sum \sigma_i n_i \]

where the summation argument (z) has been suppressed for simplicity. This system can be set in a matrix form and solved for \( V_1, V_2, V_3, \) and \( V_4 \) by conventional numerical recipes (e.g. GAUSSJ subroutine from Press et al., 1988). Analysis scripts (CHARMM and Fortran) can be obtained by request or found at http://pdb.nichd.nih.gov/.
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